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## Introduction

## The statistical model

"Spiked Wigner" model


- X: vector of dimension $n$ with entries $X_{i} \stackrel{\text { i.i.d. }}{\sim} P_{0} . \mathbb{E} X_{1}=0, \mathbb{E} X_{1}^{2}=1$.
- $Z_{i, j}=Z_{j, i} \stackrel{\text { iid. }}{\sim} \mathcal{N}(0,1)$.
- $\lambda$ : signal-to-noise ratio.

Goal: recover the low-rank matrix $\mathbf{X X}^{\top}$ from $\mathbf{Y}$.

## Principal component analysis (PCA)

B.B.P. phase transition

- The matrix $\mathbf{Y} / \sqrt{n}=\sqrt{\lambda} \mathbf{X} \mathbf{X}^{\top} / n+\mathbf{Z} / \sqrt{n}$ is a perturbed low-rank matrix.
- Estimate $\mathbf{X}$ using the eigenvector $\hat{\mathbf{x}}_{n}$ associated with the largest eigenvalue $\mu_{n}$ of $\mathbf{Y} / \sqrt{n}$.
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B.B.P. phase transition

$$
\begin{aligned}
& \text { - if } \lambda \leq 1 \begin{cases}\mu_{n} & \longrightarrow 2 \\
\mathbf{X} \cdot \hat{\mathbf{x}}_{n} & \longrightarrow 0\end{cases} \\
& - \text { if } \lambda>1 \begin{cases}\mu_{n} & \longrightarrow \sqrt{\lambda}+\frac{1}{\sqrt{\lambda}}>2 \\
\left|\mathbf{X} \cdot \hat{\mathbf{x}}_{n}\right| & \longrightarrow \sqrt{1-1 / \lambda}>0\end{cases}
\end{aligned}
$$

Baik et al., 2005; Benaych-Georges and Nadakuditi, 2011
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## Questions

- PCA fails when $\lambda \leq 1$, but is it still possible to recover the signal?
- When $\lambda>1$, is PCA optimal?
- More generally, what is the best achievable estimation performance in both regimes?

MMSE and information-theoretic threshold Goal

$$
\begin{aligned}
\mathrm{MMSE}_{n} & =\min _{\hat{\theta}} \frac{1}{n^{2}} \mathbb{E}\left\|\mathbf{X X}^{\top}-\hat{\theta}(\mathbf{Y})\right\|^{2} \\
& =\frac{1}{n^{2}} \sum_{1 \leq i, j \leq n}\left(X_{i} X_{j}-\mathbb{E}\left[X_{i} X_{j} \mid \mathbf{Y}\right]\right)^{2} \leq \underbrace{\mathbb{E}\left[X^{2}\right]^{2}}_{\text {Dummy MSE }}
\end{aligned}
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Information-theoretic threshold

1. Compute $\lim _{n \rightarrow \infty} \mathrm{MMSE}_{n}$
2. Deduce the information-theoretic threshold, i.e. the critical value $\lambda_{c}$ such that

- if $\lambda>\lambda_{c}, \quad \lim _{n \rightarrow \infty} \mathrm{MMSE}_{n}<$ Dummy MSE
- if $\lambda<\lambda_{c}, \quad \lim _{n \rightarrow \infty}^{n \rightarrow \infty} \mathrm{MMSE}_{n}=$ Dummy MSE
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- Compute the MMSE for $\mathbf{Y}=\sqrt{\frac{\lambda}{n}} \mathbf{X X} \mathbf{X}^{\boldsymbol{\top}}+\mathbf{Z}$
- Study the posterior $\mathbb{P}(\mathbf{x} \mid \mathbf{Y})=\frac{1}{Z_{n}} P_{0}(\mathbf{x}) \exp \left(H_{n}(\mathbf{x})\right)$ where

$$
\begin{aligned}
& H_{n}(\mathbf{x})=\sum_{i<j} \sqrt{\frac{\lambda}{n}} Y_{i, j} x_{i} x_{j} \\
&-\frac{\lambda}{2 n} x_{i}^{2} x_{j}^{2} \\
&=\sum_{i<j} \underbrace{\sqrt{\frac{\lambda}{n}} Z_{i, j} x_{i} x_{j}}_{\text {SK }}+\underbrace{\frac{\lambda}{n} X_{i} X_{j} x_{i} x_{j}-\frac{\lambda}{2 n} x_{i}^{2} x_{j}^{2}}_{\text {planted solution }}
\end{aligned}
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- Compute the limit of the free energy $F_{n}=\frac{1}{n} \mathbb{E} \log Z_{n}$ because

$$
\text { Constant }-F_{n}=\frac{1}{n} I(\mathbf{X} ; \mathbf{Y}) \xrightarrow{\partial \lambda} \mathrm{MMSE}
$$

## Replica symmetric formula

The scalar channel
Lesieur et al., 2015 conjectured that the problem is characterized par the scalar channel:

$$
Y_{0}=\sqrt{\gamma} X_{0}+Z_{0}
$$

and the scalar free energy: $\mathcal{F}(\gamma)=\mathbb{E}\left[\log \sum_{x_{0}} P_{0}\left(x_{0}\right) e^{\sqrt{\gamma} Y_{0} x_{0}-\frac{\gamma}{2} x_{0}^{2}}\right]$
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$$
Y_{0}=\sqrt{\gamma} X_{0}+Z_{0}
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and the scalar free energy: $\mathcal{F}(\gamma)=\mathbb{E}\left[\log \sum_{x_{0}} P_{0}\left(x_{0}\right) e^{\sqrt{\gamma} Y_{0} x_{0}-\frac{\gamma}{2} x_{0}^{2}}\right]$
Replica symmetric formula

$$
\begin{array}{r}
F_{n} \xrightarrow[n \rightarrow \infty]{ } \sup _{q \geq 0} \mathcal{F}(\lambda q)-\frac{\lambda}{4} q^{2} \\
\mathrm{MMSE}_{n} \xrightarrow[n \rightarrow \infty]{ } \mathbb{E}_{P_{0}}\left[X^{2}\right]^{2}-q^{*}(\lambda)^{2}
\end{array}
$$

Proved by Barbier et al., 2016, extended by Lelarge and Miolane, 2016.

## Some curves

- We will plot the MMSE and MSE ${ }^{\text {PCA }}$ curves when $P_{0}$ is of the form

$$
\begin{cases}P_{0}(\sqrt{(1-p) / p}) & =p \\ P_{0}(-\sqrt{p /(1-p)}) & =1-p\end{cases}
$$

for some $p \in(0,1)$.

- One can show that the corresponding matrix estimation problem is, in some sense, equivalent to the community detection problem with 2 asymmetric communities.


MMSE, MSE ${ }^{\text {PCA }}$ and MSE ${ }^{\text {AMP }}$, asymmetric $\mathrm{SBM}: p=0.05$.

"Free energy lanscape", $p=0.05, \lambda=0.63$.


Phase diagram from Caltagirone et al., 2016

## Thank you for your attention.

 Any questions?
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